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ABSTRACT

The significant expansion of student testing has not generally been linked
to educational outcomes. We investigate how different testing regimes—
providing varying information to parents, teachers, and decisionmakers—
relate to student achievement. We exploit PISA data for two million students
in 59 countries observed from 2000–2015. Removing country and year fixed
effects, we investigate how testing reforms affect country performance.
In low- and medium-performing countries, more standardized testing is
associated with higher student achievement, while added internal reporting
and teacher monitoring are not. But, in high-performing countries,
expansion of standardized internal testing and teacher monitoring appears
harmful.
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I. Introduction

Student testing has grown rapidly around the world. While some have
argued that this trend has been damaging to schooling (Hout and Elliott 2011; Andrews
et al. 2014), others have argued that even more testing is called for. In fact, the World
Bank (2018), in evaluating the need for improved human capital development around
the world, explicitly calls for expansion of student evaluations and concludes that
“[t]here is too little measurement of learning, not too much” (p. 17). However, both
critics and proponents of international and national testing often fail to differentiate
among alternative forms of testing and alternative school environments, leading to a
confused debate.
Understanding the impact of student testing requires consideration of a test’s infor-

mational content. This study exploits international comparisons to examine the hetero-
geneous contribution of different types of testing to overall levels of student achievement.
We argue that to varying degrees student assessments (used as a synonym for testing
here) create the informational backbone for alternative policies and incentive systems
and thus lay the foundation for various behavioral results. Based on the conceptual
framework of a principal–agent model, we focus on the information created by a
continuum of forms of testing from teacher-developed assessments to standardized
external comparisons.
We are interested in the reduced-form effect of testing per se, rather than how the

generated information is used in any particular policies or accountability systems. In
various applications, such as NoChild Left Behind (NCLB) in the United States, testing
becomes virtually synonymous with its specific use, but we find it useful to separate
these.1 Indeed, with the implementation and the opportunity costs of testing, the net
effect of testing may turn negative if the created information does not induce positive
behavioral changes.
Our empirical analysis uses data from the Programme for International Student

Assessment (PISA) to construct a panel of country observations of student performance
(Woessmann 2021).We pool themicro data of more than twomillion students across 59
countries participating in six PISA waves between 2000 and 2015. PISA includes not
only measures of student outcomes, but also rich background information on both stu-
dents and schooling institutions in the different countries.
From the PISA surveys and other international data sources, we develop measures of

usage of different types of student testing based on the nature of the information and
the kinds of policies that can be supported. We distinguish four categories of testing:
(i) standardized testing with external comparison, (ii) standardized testing for internal
comparison, (iii) internal reporting, and (iv) teacher monitoring. While generally
abstracting from particular uses, we separate the last category (teacher monitoring)
from other forms of internal reporting because we cannot break apart the informational
component from its specific use.

1. In the United States, consideration of testing is mostly restricted to the specific accountability systems
exemplified byNoChild Left Behind (NCLB), the 2001 federal law that required states to test student outcomes
annually in Grades 3–8 and to intervene in schools that were not on track to bring all students to state-defined
proficiency levels.
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The last two decades are a period of rapid change in student assessment policies
across countries, allowing us to link information policies to student outcomes in fixed-
effects panel models.2 Our identification relies on changes in student assessment
regimes within countries over time. The basic idea of our approach can conveniently
be illustrated when plotting the long-run change in countries’ average PISA math score
between 2000 and 2015 against the change in the prevalence of standardized external
testing. Figure 1 displays this plot for the most stringent category of testing, changes in
standardized testing with external comparison. It clearly shows that countries that ex-
panded the use of this type of testing over the 15-year period systematically saw the
achievement of their students improve.3

Figure 1
Fifteen-Year Changes in Standardized External Comparison and in Student Achievement
Notes: Added-variable plot of the change in countries’ average PISA math score between 2000 and 2015
against the change in the prevalence of standardized testing with external comparison (SCOMP), both
conditional on a rich set of student, school, and country controls, based on a long-difference fixed-effects panel
model estimated at the individual student level. Mean of unconditional change added to each axis. See Column
3 of Online Appendix Table A9 for underlying model.

2. Our analysis expands on the growing literature studying determinants of student achievement in a cross-
country setting (Hanushek and Woessmann 2011; Woessmann 2016). Methodologically, our approach builds
on the analysis of school autonomy in Hanushek, Link, and Woessmann (2013).
3. The variables on both axes of this added-variable plot are conditional on a rich set of student, school, and
country controls, based on a long-difference fixed-effect panel model estimated at the individual student level
(discussed in detail in SectionVI.B). As a result, the depicted values deviate from the raw country data shown in
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The underlying fixed-effects panel model uses the individual student data for esti-
mation at the micro level, but, in order to avoid bias from within-country selection of
students into schools, measures the informational treatment variables as country ag-
gregates at each point in time. Conditioning on country and year fixed effects allows us
to account for unobserved time-invariant country characteristics, as well as common
time-specific shocks.
The positive average association of standardized external test information with math

performance in Figure 1 nonetheless masks important heterogeneity of treatment effects
across the four categories of testing and across countries at different performance levels.
In addition to separating different kinds of test information, our main model allows for
heterogeneous treatment effects based on each country’s initial achievement score. This
refinement in estimation provides an interesting nuance to the average relationship
depicted in Figure 1: the impact of standardized testing with external comparison is
significantly positive in initially low-achieving and medium-achieving countries but
turns insignificant for high-achieving countries. A similar pattern is evident for stan-
dardized testing for internal comparison, where effects even turn negative at very high
levels of initial country performance. Similar negative effects for very high-achieving
countries are found for teachermonitoring including the oft-touted use of inspectorates,
which does not have significant effects even at lower levels of initial achievement. On
the other hand, internal reporting that simply informs or monitors progress without
standardized comparability has little discernible association with learning outcomes
across countries. The overall pattern of results suggests that positive effects of testing
are restricted to standardized forms of testing in settings where schools do not already
perform at very high levels. But the effects can even turn negative in high-performing
settings when the information does not readily support comparative policies.
The estimated effects of testing are substantial. For example, going from no use to full

use of standardized testing with external comparison is associated with an average in-
crease in student achievement of roughly a quarter of a standard deviation (SD), im-
plying an impact roughly equivalent to what students learn during an entire school year
(Woessmann 2016). With the indicated heterogeneity, effect sizes range from twice as
large in the lowest-achieving countries to zero in the highest-achieving countries. In the
average OECD country (in terms of initial achievement), the size is 0.13 SDThe overall
order of magnitude is similar to results found for other institutional policies, such as
school decision-making autonomy (for example, Hanushek, Link, and Woessmann
2013) or (oversubscribed) charter schools (for example, Abdulkadiro�glu et al. 2011),
but substantially higher than any effects found for most resource policies (see Woess-
mann 2016 for an overview). For comparison, Lavy (2015) finds that a one-hour increase
in weekly instruction time raises student achievement by 0.06 SD in developed countries
and half as much in developing countries.
A number of specification tests provide evidence against substantial bias from co-

incidental other policies. A placebo test employing leads of the testing variables con-
firms that the changes in assessment usage are not systematically linked to a country’s

Online Appendix Table A1. While conditioning on changes in other relevant variables provides a cleaner
picture of the association of interest, just plotting the raw data gives a very similar result of a strong and
significant positive association between changes in standardized external comparisons and changes in PISA
scores (not shown).
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prior outcome conditions. The effect of external comparative testing emerges irrespec-
tive of whether testing is measured continuously by reports of separate principles on
test usage or dichotomously by legislated national policy reforms. Robustness tests
show that results are not affected by any individual country, by consideration of subsets
of countries, by controlling for test exclusion rates, by changes in PISA testing proce-
dures, or by estimating the model collapsed to the country-by-wave level.
Our cross-country approach draws on the substantial variation in forms of testing that

exists across countries. Testing policies are often set at the national level, making it
difficult to construct an adequate comparison group for evaluation in a within-country
setting. By moving to international comparisons, it is possible to study these national
policies, to investigatewhich aspects of assessment systems generalize to larger settings
and which do not, and to consider how overall country environments interact with the
specifics of assessment systems. Only the comparative perspective allows for an inves-
tigation of the richness of the full continuumof different forms of testing by exploiting the
counterfactual from countries that did not reform at the same point in time. Of course,
these advantages come at a cost because precisely identifying the separate impact of
information across nations offers its own challenges. We are not able to investigate the
details of specific national schooling programs and policies that might rely on the in-
formation created, and there is uncertainty in separating the changes in information flows
from the range of individual programs, policies, and usages developed from them.
Through a variety of approaches, we can reduce concerns of substantial bias from the
most obvious sources in the cross-country setting, but we cannot completely eliminate
any possible biases.
In the literature, as well as in policy discussions, the term testing is frequently taken to

be synonymouswith accountability.We think it is useful to separate these two concepts.
Accountability systems link various learning outcomes to rewards, punishments, and
incentives for different actors, and they can differ widely in form and substance. More-
over, any given student assessment can simultaneously be used in multiple ways for
accountability purposes. Testing also enters into educational decision-making in broader
ways than just accountability. Information from student assessments is used in policy
formulation, program evaluations, and regulatory structures. We therefore think of the
various student assessments as providing information necessary for implementing
different sets of policies, potentially inducing behavioral changes that affect learning
outcomes.
From a policy perspective, a focus on testing is useful. Policymakers cannot always

fully control how information is used by different actors, but they can in general affect
the type of testing information that is provided.We interpret our study as a reduced-form
analysis that focuses on how the informational content of different testing regimes can
support policies, programs, and actions that lead to altered student outcomes. It does
not delve into the structures of any specific policies or accountability systems that are
subsequently attached to the assessment.
With this perspective, we expand the more specifically focused perspectives of the

literature on various forms of accountability—discussed more fully within our con-
ceptual framework in Section II—such as the NCLB legislation in the United States
(surveyed in Figlio and Loeb 2011), central exit exams (surveyed in Woessmann
2018), publications of school rankings (for example, Burgess,Wilson, andWorth 2013),
and school report cards (for example, Andrab, Das, andKhwaja 2017). Our analysis also
contributes to recent experimental studies of various forms of information provision
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to parents (for example, York, Loeb, andDoss 2019; Bergman 2021; Bergman andChan
2021) and of linking tested outcomes to incentives in education more generally, either
for students (for example, Angrist and Lavy 2009; Kremer, Miguel, and Thornton 2009;
Fryer 2011; Bettinger 2012) or for teachers (for example, Lavy 2009; Glewwe, Ilias, and
Kremer 2010;Muralidharan andSundararaman2011).Noneof these experimental studies
address the effects of testing per se, even though testing undergirds each. Importantly,
our cross-country approach allows investigation of the full continuum of testing pol-
icies from internal assessments to externally benchmarked comparisons. The esti-
mated reduced-form effects of information on student achievement implicitly include
various forms of general equilibrium effects and of behavioral responses by different
actors, but those details are beyond the scope of this study.
The next section develops a conceptual framework highlighting the importance of

different forms of student assessments. Section III introduces the data, and Section IV
develops the empirical model. Section V presents our results, concentrating on analyses
of the heterogeneous treatment effects inherent in information provision. Section VI
reports a placebo test and other specification tests, and Section VII shows a series of
robustness analyses. Section VIII concludes.

II. A Framework for Evaluating Testing

We begin with the conceptual framework of a principal–agent structure
and identify the continuum of information from internal to external forms of testing as
the key motivation for our empirical modeling.4

A. The Principal–Agent Framework

A useful way to characterize the structure of educational systems is as a tree of principal–
agent problems (Laffont and Martimort 2002).5 Parents care about their child’s achieve-
ment of knowledge and skills, which directly affects their long-run economic outcomes
(Card 1999; Hanushek et al. 2015). Parents, however, cannot directly choose the effort
level of their children. Instead, theymay offer short-term rewards for learning to their child
and try as best as possible to observe and control child effort. Similarly, parents cannot
fully control the production of the child’s achievement in schools, where a key element is
the effort levels of teachers and other school personnel.
Parents act as principals that contract the teaching of their children to schools and

teachers as agents. In the process of classroom instruction, teachers also act as princi-
pals themselves who cannot fully observe the learning effort of their students as agents.
Teaching in the classroomand studying at a desk involve asymmetric information,where
the respective principal cannot fully monitor the behavior of the respective agent.
Because of the incomplete monitoring and the specific objective functions of parents,

4. For a more extensive discussion of the conceptual framework that covers the underlying value functions and
the technology of student assessment in greater detail, see the working paper version of this paper (Bergbauer,
Hanushek, and Woessmann 2018).
5. See Bishop and Woessmann (2004) and Pritchett (2015) for related analyses of education systems as
principal–agent relationships.
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teachers, and students, one cannot simply assume that the actions of children and teach-
ers will lead to the optimal result for parents.
Parents often look beyond the individual teacher to school administrators at different

levels, including the nation, the region, the school district, and the school. This suggests
that there are also parent–administrator, administrator–administrator, and administrator–
teacher information and monitoring problems that are relevant to incentive design
questions.
If parents had full information about the effort levels of students, teachers, and ad-

ministrators, they could effectively contract with each to maximize their own objective
function. However, actually obtaining and monitoring effort levels is generally costly,
and the differing preferences may lead to suboptimal effort levels by students, teachers,
and administrators from the perspective of parents.
A common solution is to introduce outside assessments of the outcomes of interest.

By creating outcome information, student assessments provide a mechanism for de-
veloping better incentives to elicit increased effort by students, teachers, and adminis-
trators, thereby ultimately raising student achievement levels to better approximate the
desires of the parents.
Nonetheless, a number of issues related to the type and accuracy of information that

the tests generatemakes the impact of testing a complicated empirical question. There is a
classical identification problem of separating the joint effort levels of teachers and students
in order to provide the right incentives. Additionally, imperfect measurement tech-
nologies may not provide complete information on achievement.6 Here, we highlight
that the internal versus external character of the information generated by the test is a
major source of its ability to solve the underlying principal–agent problems, with
important implications for the potential impact of testing.

B. The Continuum from Internal Reporting to Standardized

External Comparison

Testing is a ubiquitous component of schooling, but not all tests create the same kind of
information. By far the most common type of testing is teacher-developed tests, a form
of internal testing that is used both to guide instruction and to provide feedback to stu-
dents and parents. The key feature of teacher-developed tests is that their results are very
difficult to compare across teachers, implying they do not provide the kind of information
that would mitigate the principal–agent problem between parents and teachers even if
it helps solve the teacher–student problem. More generally, if not standardized across
schools, the information generated by internal testing does not directly allow parents
and administrators to monitor school performance.7 At the most extreme, costly tests

6. Prior discussions of accountability systems have considered various dimensions of this problem (Figlio
and Loeb 2011). Perhaps the best-known conceptual discussion is the classic Holmstrom and Milgrom (1991)
paper that considers how imperfect measurement of outcomes distorts incentives. In particular, if there are
multiple objectives and only a subset is measured, effort could be distorted to the observed outcomes to the
detriment of unobserved outcomes. But there is also more general discussion of such topics as teaching to the
test (Koretz 2017), gaming of tests (for example, nutritious feeding on testing days; see Figlio and Winicki
2005), and cheating (Jacob and Levitt 2003). Each of these topics includes an element of testing technology,
and the accuracy of observed measures is the subject of a much larger literature.
7. For example, an extension of teacher-developed tests is periodic content testing provided by external
producers (so-called formative assessments). Again, parents generally cannot compare outcomes externally.
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that have no consequences for any of the actors may be inconsequential for overall
performance because nobody takes them seriously.
At the other end of the continuum of testing are standardized tests that allow for

external comparisons of student outcomes in different circumstances. These tests
are normed to relevant population performance. The comparability of the generated
achievement information suggests the possibility of using the tests to support in-
centives not only for students but also for administrators and teachers by making ex-
ternal information available to parents, policymakers, and the general public.8 As a gen-
eral principle, we expect information that is useful for producing stronger incentives will
have larger potential impacts on overall achievement.
The information created by standardized testing with external comparison may lead

to different incentives across the various actors, and information that helps solve one
principal–agent problemmay leave others untouched. In some cases, the actions of the
individual actors may be plausibly separated. For example, centralized exit exams that
have consequences for further schooling of students may be linked to strong incentives
for student effort while having limited impact on teacher effort.9 On the other hand, testing
that is directly linked to consequences for schools, such as the NCLB legislation in the
United States, may have limited relevance for students and their efforts.10 Similarly, dif-
ferential rewards to teachers based on test-score growth are high stakes for the teachers,
but not for the students. However, even in these cases, strategic complementarity or
substitutability in the effort levels of the different actors might produce some ambi-
guity in responses.11

Between the two ends of the information continuum are standardized forms of testing
that do not include external comparisons. For example, teachers may regularly use as-
sessments in their classroom that are standardized rather than self-developed but that are
not used for a comparison to students in other schools or to the district or national
average. In addition, use of standardized tests may support a variety of report card
systems without external comparison. It is less obvious that this type of information
would solve the described principal–agent problems, and systematic behavioral re-
sponses are less likely.12

In general, our analysis of testing abstracts from the particular use to which the
generated achievement information is put. However, there is one category of internal
testing—measures aimed at teacher monitoring—that cannot be separated from a

8. For example, school rankings may be published to the general public (see Koning and van derWiel 2012 for
the Netherlands; Burgess, Wilson, andWorth 2013 forWales; and Nunes, Reis, and Seabra 2015 for Portugal),
and school report cards may provide information to local communities (see Andrab, Das, and Khwaja 2017 for
evidence from a sample of villages in Pakistan).
9. By affecting chances to enter specific institutions and fields of higher education and the hiring decisions of
employers, central exit exams usually have real consequences for students (see Bishop 1997; Woessmann 2003;
Jürges, Schneider, and Büchel 2005; Woessmann et al. 2009; Luedemann 2011; Schwerdt andWoessmann 2017;
Woessmann 2018).
10. For analyses of the effects of NCLB and predecessor reforms, see Hanushek and Raymond (2005), Jacob
(2005), Neal and Schanzenbach (2010), Rockoff and Turner (2010), Dee and Jacob (2011), Rouse et al. (2013),
Deming et al. (2016), and Reback, Rockoff, and Schwartz (2014). See Figlio and Loeb (2011) for a survey.
11. For a general discussion, see Todd and Wolpin (2003) and De Fraja, Oliveira, and Zanchi (2010). Reback
(2008) finds that students do respond in cases where their performance is important to school ratings.
12. In prior work on the United States, accountability that had consequential impacts on schools was more
closely related to student performance than accountability confined to report card information (Hanushek and
Raymond 2005).
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particular use. For example, consider inspections of teacher lesson plans as an ele-
ment of the monitoring of teacher practices, or consider principal assessment of
teacher’s classroom performance based on a standard rubric. We cannot identify
whether it is the availability of testing per se or its particular use that is having any
impact. Therefore, we will separate information surrounding teacher monitoring from
other forms of internal reporting in our empirical application below, with the acknow-
ledgment that this is not purely a category of information provision.
These considerations lead us to focus on four categories of testing: (i) standardized

testing with external comparison (SCOMP), (ii) standardized testing for internal com-
parison (SINT), (iii) internal reporting (IRPT), and (iv) teacher monitoring (TMON).
The prior principal–agent considerations indicate that SCOMP supports more and
stronger incentives than SINT and that both provide stronger information than IRPT.
Because of the ambiguity of information for TMON, we do not have strong priors on
its incentives. These considerations lead to an expectation that the student achieve-
ment impacts are ordered as SCOMP > SINT > IRPT.
Apart from providing incentives, the implementation of most forms of testing also

entails some costs, not least ofwhich the opportunity costs of time of the people involved.
For example, testing time in the classroom may take away from students’ learning time,
and inspections of teacher lessons may create bureaucratic burden in the preparation and
evaluation phase and reduce teachers’ time and focus in class. If these costs exceed the
benefits from improved incentives, the net effect of some forms of testing may even turn
negative in certain settings.We donot, however, have direct information on costs of any of
the assessments.
While the discussion so far did not differentiate among specific school environments,

the policy uses of information from student testing across countries are unlikely to be
uniform across systems with different levels of institutional development.13 For example,
a set of high-performing schools might be expected to know how to react to achievement
signals and different rewards. Therefore, they may react more strongly to any type of
incentive structure created from student assessments than an otherwise comparable
set of low-performing schools. But the results might also just be the opposite. Low-
performing schools have more room for improvement and may be in greater need to
have their incentives focused on student outcomes. High-performing schools, by
contrast, may have the capacities and be subject to overall political and schooling
institutions that already better reflect the desires of parents.

III. International Panel Data

To extract evidence on how test-based information affects student
learning, we combine international measures of student achievement with measures of
different types of student assessments over a period of 15 years.We describe each of the
two components in turn.

13. Another dimension of heterogeneity may be across parents within a system, in that parents differ in their
value functions, discount rates, and/or capacity to drive favorable results. Such differences may lie behind
movements such as parents opting out of state-wide testing in the United States, as some parents may feel that
the measured output does not provide much information about the type of achievement they care about.
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A. Six Waves of PISA Student Achievement Tests

In 2000, the Organisation for Economic Co-operation and Development (OECD)
conducted the first wave of the international achievement test called Programme for
International Student Assessment (PISA). Since then, PISA has tested the math, sci-
ence, and reading achievement of representative samples of 15-year-old students in all
OECDcountries and an increasing number of non-OECDcountries on a three-year cycle
(OECD 2016).14 PISA makes a concerted effort to ensure random sampling of schools
and students and to monitor testing conditions in participating countries. Data are not
reported for countries that do not meet the standards.15 PISA does not follow individual
students over time, but the repeated testing of representative samples of students creates
a panel structure of countries observed every three years.
In our analyses, we consider student outcomes in all countries that have participated

in at least three of the six PISAwaves between 2000 and 2015.16 This yields a sample of
59 countries (35 OECD and 24 non-OECD countries, see Online Appendix Table A1)
observed in 303 country-by-wave observations. We perform our analysis at the in-
dividual student level, encompassing a total sample of 2,187,415 students in reading
and slightly less in math and science.
PISA student assessments use a broad set of tasks of varying difficulty to create a

comprehensive indicator of the continuumof students’ competencies in each of the three
subjects. Testing lasts for up to two hours. Using item response theory, achievement in
each domain is mapped on a scale with a mean of 500 test-score points and a standard
deviation of 100 test-score points for OECD-country students in the 2000wave. The test
scales are then psychometrically linked over time.17 Until 2012, PISA employed paper-
and-pencil tests. In 2015, the testing mode was changed to computer-based testing, a
topic we return to in our robustness analysis below.
While the overall test average across all countries was quite stable between 2000 and

2015, achievement moved significantly up in some countries and significantly down
in others (see Online Appendix Figure A1). In 14 countries, achievement improved by
at least 0.20 SD compared to their initial achievement (in decreasing order, Peru, Qatar,
Brazil, Luxembourg, Chile, Portugal, Israel, Poland, Italy, Mexico, Indonesia, Colombia,
Latvia, and Germany). On the other hand, achievement decreased by at least 0.20 SD in
11 countries (United States, Korea, Slovak Republic, Japan, France, Netherlands, Fin-
land, Iceland, United Kingdom, Australia, and New Zealand).
In student and school background questionnaires, PISA provides a rich array of

background information on the participating students and schools. Students are asked to

14. The target population contains all 15-year-old students irrespective of the educational institution or grade
that they attend.Most countries employ a two-stage sampling design, first drawing a random sample of schools
in which 15-year-old students are enrolled (with sampling probabilities proportional to schools’ number of 15-
year-old students) and second randomly sampling 35 students of the 15-year-old students in each school.
15. In particular, due to deviations from the protocol, the data exclude the Netherlands in 2000, the United
Kingdom in 2003, theUnited States in the reading test 2006, andArgentina, Kazakhstan, andMalaysia in 2015.
16. We include the tests conducted in 2002 and 2010 in which several previously nonparticipating countries
administered the 2000 and 2009 tests, respectively.We exclude any country-by-wave observation for which the
entire data of a background questionnaire is missing. This applies to France from 2003–2009 (missing school
questionnaire) and Albania in 2015 (missing student questionnaire). Liechtenstein was dropped due to its small
size.
17. The math (science) test was rescaled in 2003 (2006), any effect of which should be captured by the year
fixed effects included in our analysis.
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provide information on their personal characteristics and family background, and school
principals provide information on the schools’ resources and institutional setting. We
select a set of core variables of student characteristics, family backgrounds, and school
environments that are available in each of the six waves and merge them with the test
score data into one data set comprising all PISAwaves. Student-level controls include
student gender, age, first- and second-generation immigration status, language spoken
at home, parental education (measured in six categories), parental occupation (four
categories), and books at home (four categories). School-level controls include school
size (number of students), community location (five categories), share of fully certified
teachers, principals’ assessments of the extent to which learning in their school is
hindered by teacher absenteeism (four categories), shortage of math teachers, private
management, and share of government funding. At the country level, we include GDP
per capita and, considering the results in Hanushek, Link, and Woessmann (2013), the
share of schools with academic-content autonomy and its interaction with initial GDP
per capita.We impute missing values in the student and school background variables by
using the respective country-by-wave mean and include a set of indicators for each
imputed variable-by-observation.18

B. Categories of Testing

We derive our measures of different forms of student testing, consistently measured
across countries and time, from a combination of the PISA school background ques-
tionnaires, regular data collection by other sections of the OECD, and data compiled
under the auspices of the European Commission. This provides us with 13 separate
indicators of testing practices, each measured at the country-by-wave level over the
period 2000–2015.19 We collapse this range of testing specifics into the four categories
based in our conceptual framework. Here we summarize the constructed categories;
details of questions and sources are provided in the Online Appendix.

1. Standardized testing with external comparison (SCOMP)

The first category draws on four separate data sources that identify standardized as-
sessments constructed outside of schools and designed explicitly to allow comparisons
of student outcomes across schools and students. This category includes the proportion
of schools where (according to the principals of schools participating in PISA) per-
formance of 15-year-olds is regularly compared through external examinations to stu-
dents across the district or the nation (which we term “school-focused external com-
parison”). It also includes indicators of whether central examinations affect student
placement at the lower secondary level (two sources) and whether central exit exams
determine student outcomes at the end of secondary school (which, together, we term
“student-focused external comparison”).20

18. The share of missing values is generally very low for the covariates, see Online Appendix Table A2.

19. Online Appendix Table A3 provides an overview of the different underlying assessment indicators. Online

Appendix Table A4 indicates the number of country observations by wave for each indicator.
20. As discussed in the Online Appendix, data on assessments for student placement are available for only a
subset of (largely OECD) countries.
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2. Standardized testing for internal comparison (SINT)

The second testing category refers to standardized assessments that do not necessarily
provide for or are not primarily motivated by external comparison. Three questions in
the PISA survey document the prevalence of different aspects of this type of testing:
standardized testing in the tested grade, student tests to monitor teacher practices, and
tracking of achievement data by an administrative authority.

3. Internal reporting (IRPT)

This category covers testing used for general pedagogical management including
informing parents of student progress, public posting of outcomes, and tracking school
outcomes across cohorts. The included measures are derived from three separate PISA
questions.

4. Teacher monitoring (TMON)

This final category covers internal assessments that are directly focused on teachers. It
combines schools’ use of assessments to judge teacher effectiveness and the monitoring
of teacher practice by principals and by external inspectorates, again derived directly
from the principal surveys in PISA.

C. Sources of Identifying Variation

Our testing measures combine two distinct but closely related elements. One captures
national policies as formally legislated. The other captures the share of schools in a
country that actually implement the specific form of testing for their students.21 The
variation in both types ofmeasures is informative in its own right. In a sense, the first type
captures the most policy-relevant parameter, as legislating specific policies is what pol-
icymakers can ultimately do. By contrast, the second type is informative about effects
of any actual usage of the different forms of testing. While we combine the different
measures into overall indices in our baseline analysis, in Section VI.Bwe come back to
the distinction and show that both types of measures yield similar results, warranting the
combined baseline analysis.
As the cross-sectional variation in testing and achievement between schools in a

country is particularly prone to endogeneity biases, we never use this variation for
identification in our analysis. Rather we aggregate all measures to the country (bywave)
level so that they reflect the average share of schools in a country that use a particular
form of testing at any given point in time; see Section IV below for details.

D. Aggregation of Separate Indicators

The original 13 indicators of assessment practices consistently available across coun-
tries were aggregated into the four main categories by taking the simple average of the

21. In the data, we cannot distinguish whether a change in the proportion of schools using a particular form of
testing reflects the (mostly imperfect) implementation of a national policy or an independent policy initiative at
the local level.
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observed indicators in each category (see Online Appendix Appendix A.5). For ex-
ample, for each country-by-wave cell, the variable “Standardized testing with external
comparison” (SCOMP) is the simple average of its four component variables, namely
“School-focused external comparison,” “National standardized exams in lower second-
ary school,” “National tests for career decisions,” and “Central exit exams.”22 For each
country, the average is taken only across those component variables with data available
for the country.
Constructing the aggregate categories serves several purposes. In various instances,

the survey items are measuring very similar concepts within the same content area, so
that the aggregation acts to reduce measurement error in the individual questions and to
limit multicollinearity at the country level (which is key in our identification strategy).
For example, as discussed more fully in Online Appendix A.5, the correlation between
the twomeasures of national standardized exams used in lower secondary school is 0.59
in our pooled data set (at the country-by-wave level) and 0.54 after taking out country
and year fixed effects (which reflects the identifying variation in our model). Similarly,
the two internal-testing measures of using assessments to inform parents and to monitor
school progress are correlated at 0.42 in the pooled data and 0.57 after taking out country
and year fixed effects (all highly significant). Additionally, the aggregation permits
including the added information from some more specialized OECD and EU sources
while not forcing elimination of other countries outside these boundaries.23

The aggregated testing categories are correlated with each other. For the pooled data
set of country-by-wave observations, correlations range between 0.28 and 0.58 across
for the categories (Online Appendix Table A5). They are somewhat lower after taking
out country and year fixed effects and vary by category: those between SCOMP and
other categories are below 0.2, between SINT and other categories are below 0.3, and
between IRPT and TMON are 0.48.

E. Descriptive Statistics

Table 1 provides descriptive statistics for the individual indicators of student testing and
for the four combined testing categories. The measures derived from the PISA back-
ground questionnaires are shares bounded between zero and one, whereas the other
testingmeasures are dummy variables.24 As is evident, some testing practices are more
common than others. For example, 89 percent of schools in our country-by-wave

22. The variables in each category are calculated as proportionate usage in terms of the specific indicators for
each country and wave. Thus, each variable measures the average share of schools subject to the indicators
summarized in the category. Note also that indicator data entirely missing for specific PISAwaves are imputed
by country-specific linear interpolation of assessment usages, a procedure that retains the entire country-by-
wave information but that does not influence the estimated impact of the test category because of the inclusion
of imputation dummies in the panel estimates (see Online Appendix Appendix A.5 for details). The fact that
imputation is not affecting our results is also shown by their robustness to using only the original (nonimputed)
observations for each of the underlying 13 separate indicators (see Table 4 and Online Appendix Table A7).
23. Note that a number of indicators draw on principals’ responses about the use of tests in their own schools.
Because the PISA sampling involves different schools in each wave, some random error could be introduced.
The aggregation also helps to eliminate this sort of measurement error.
24. In federal countries, the dummy variables capture whether the majority of the student population in a
country is subject to the respective assessment policy.
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observations use some form of assessment to inform parents, but only 29 percent have
national standardized exams in lower secondary school.
For our estimation, the variation over timewithin individual countries in the different

types of testing is key. Figure 2 shows histograms of the 15-year change in the combined
measures of the four testing categories for the 38 countries observed in both the first and
last PISAwaves. The implicit policy changes across student assessments in the sampled
countries are clearly substantial and support our estimation strategy based on a country-
level panel approach.25 Importantly, there is also wide variation in the changes in usage

Table 1
Descriptive Statistics of Testing Measures

Mean SD Min. Max. Countries Waves
(1) (2) (3) (4) (5) (6)

Standardized testing with external
comparison (SCOMP)

0.518 0.271 0.022 0.978 59 6

School-focused external comparison 0.573 0.251 0 0.960 59 5
National standardized exams in lower

secondary school
0.292 0.452 0 1 37 6

National tests for career decisions 0.601 0.481 0 1 18 6
Central exit exams 0.689 0.442 0 1 30 6
Standardized testing for internal

comparison (SINT)
0.714 0.160 0.219 0.996 59 6

Standardized testing in tested grade 0.721 0.233 0 1 59 4
Student tests to monitor teacher practice 0.750 0.191 0.128 1 59 4
Achievement data tracked by

administrative authority
0.723 0.201 0.070 1 59 4

Internal reporting (IRPT) 0.684 0.147 0.216 0.963 59 6
Assessments to inform parents 0.892 0.185 0.141 1 59 5
Assessments to monitor school progress 0.770 0.209 0 1 59 5
Achievement data posted publicly 0.393 0.239 0.016 0.927 59 4
Teacher monitoring (TMON) 0.553 0.216 0.026 0.971 59 6
Teacher effectiveness judged

by assessments
0.532 0.261 0 0.992 59 5

Teacher practice monitored by principal 0.773 0.262 0.049 1 59 4
Teacher practice monitored by external

inspectors
0.402 0.255 0.006 0.994 59 4

Notes: Own depiction based on PISA micro data and other sources. See Online Appendix for details.

25. The exception in this depiction is internal reporting. However, the reduction in this aggregate measure is
fully accounted for by a change in the wording of the questionnaire item on assessments to inform parents,
where the word “assessments” was replaced by the word “standardized tests” in the 2015 questionnaire (see
Online Appendix Table A3).While the mean of this item hardly changed (from 0.98 to 0.97) between 2000 and
2012, it dropped to 0.64 in 2015. Ignoring the 2015 value, the mean of the combined measure of internal
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of the different forms of student assessments across countries, providing the kind of
variation used for identification in our analysis. The policy variation is larger for
SCOMP than for the other three categories, leading us to expect higher precision (lower
standard errors) of the coefficient estimates for this category.
The increasing use of external assessments is quite evident.26 For example, the share

of schools that are externally compared with student assessments increased by more
than 50 percentage points in five countries (Luxembourg, Denmark, Italy, Portugal,
and Poland) and by more than 20 percentage points in another 18 countries. In three

Figure 2
Histograms of Change in Four Categories of Student Testing, 2000–2015
Notes: Histograms of change between 2000 and 2015 in the four combined measures of student assessment for
the 38 countries observed both in the first and last PISAwaves.

reporting increased by 0.08 from 2000 to 2012. This example indicates the importance of including year fixed
effects in our analyses and of taking particular care in considering the question wording. As we will show
below, our qualitative results on internal reporting are unaffected by dropping the year 2015 from the analysis.
26. Online Appendix Figure A2 depicts the evolution of using standardized assessments for school-focused
external comparison from 2000 to 2015 for each country.
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countries, by contrast, the share decreased by more than 20 percentage points (Tunisia,
Costa Rica, and Croatia).
Our interest is how different test-based information relates to student outcomes, and

we do not seek to evaluate specific accountability or incentive policies that may be
concurrently or subsequently introduced. Some changes in testing regimes have been
directly related to more comprehensive (but quite varied) reforms, such as in the case of
theNCLB in theUnited States that included various plans for failing schools (Figlio and
Loeb 2011), the 2006 Folkeskole Act in Denmark that introduced a stronger focus
on assessment, including national tests (Shewbridge et al. 2011), and the introduction
of standardized national assessments to monitor student outcomes in Luxembourg
(Shewbridge et al. 2012). In other cases, it appears that testing programs are introduced
independent of any prescribed overall incentive or accountability system, such as the
2009 introduction of the Invalsi national test in Italy.27 Still, the newly available testing
information then plays into a variety of local uses by schools and parents as it provides
feedback to schools and teachers on their students’ achievement.
As these measures are derived from survey responses by principals, they reflect the

combined effect of external policies and the actual implementation of them at the school
level. Thus, for example, the introduction of national assessments in Denmark is not
accompanied by a discontinuous jump but by a more gradual implementation path.

IV. Testing the Impact of Information: Empirical Model

Identifying the impacts of testing in a cross-country analysis is of course
challenging. Assessments are not exogenously distributed across schools and countries.
At the student level, an obvious potential source of bias stems from the selection of
otherwise high-performing students into schools that have specific assessment prac-
tices. At the country level, there may also be reverse causality if poorly performing
countries introduce assessment systems in order to improve their students’ achieve-
ment. Ultimately, any omitted variable that is associated both with the existence of
student assessments and with student achievement levels will lead to bias in conven-
tional estimation. In the cross-country setting, for example, unobserved country-level
factors, such as culture, the general valuation of educational achievement, or other
government institutions, may introduce bias.
We address leading concerns of bias in cross-country estimation by formulating a

fixed-effects panel model of the following form:

(1) Aict = IictaI + SictaS +CctaC + Tctb+ lc +lt + eict

Achievement A of student i in country c at time t is expressed as a linearly additive
function of vectors of input factors at the level of students I, schools S, and countries C,
as well as the measures of student testing T. The parameters mc and mt are country and
year fixed effects, respectively, and eict is an individual-level error term.
Countries enter our observation period at very different stages of educational de-

velopment, and almost certainly with environments that have both different amounts of

27. See Online Appendix Figure A2 and the description in https://it.wikipedia.org/wiki/Test_INVALSI .
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information about schools and different degrees of policy interactions among parents,
administrators, and teachers. One straightforward way to parameterize these differences
is to explore how incentive effects vary with a country’s initial level of achievement. In
our main specification, we therefore introduce interaction terms between the testing
measures Tct and a country’s average achievement level when it first participated in
PISA, �Ac0:

(2) Aict = IictaI + SictaS +CctaC + Tctb1 + Tct · �Ac0ð Þb2 + lc +lt + eict
In this specification, the parameters b2 indicate whether the testing effects vary between
countries with initially low or high performance. Note that the initial performance level
is a country feature that does not vary over time, so that anymain effect is captured by the
country fixed effects mc included in the model.
Our fixed-effects panel model identifies the effect of assessment practices on stu-

dent achievement only from country-level within-country variation over time. First,
note that the treatment variable, Tct, is aggregated to the country-by-wave level. This
specification avoids bias from within-country selection of students into schools that
use student assessments. Second, we include country fixed effects, mc, to address
any potential bias that arises from unobserved time-invariant country characteris-
tics that may be correlated with both assessments and achievement. The specifica-
tion exploits the fact that different countries have reformed their assessment sys-
tems at different points in time. Our parameters of interest (b1 and b2) will not be
affected by systematic, time-invariant differences across countries.28 This specifi-
cation implies that countries that do not change their assessment practices over the
observation period will not enter into the estimation of the bs. The model also includes
time fixed effectsmt. These capture any global trends in achievement alongwith common
shocks that affect testing in a specific PISAwave (including any changes in the testing
instruments).
The key identifying assumption is the standard assumption of fixed-effects panel

models. Conditional on the rich set of control variables at the student, school, and
country level included in our model, in the absence of reform, the change in student
achievement in countries that have introduced or extended assessment practices would
have been similar to the change in student achievement in countries that did not reform at
the given point in time.
There are threemain sources of potential bias in this kind of identification. First, there

may be secular trends that correlatewith the treatment variation. For example, if countries
whose achievement is trending downwards for other reasons were more likely to enact
testing reforms to counteract the downward trend, estimates of the treatment effects of
testing reforms would be biased downwards (and vice versa). In Section VI.A, we will

28. Some recent investigations of scores on international assessments have focused on differential effort levels
of students across countries (see, for example, Borghans and Schils 2012; Balart, Oosterveen, and Webbink
2018; Gneezy et al. 2019; Zamarro, Hitt, and Mendez 2019). These differences in noncognitive effects related
to our outcome variable of PISA scores would be captured by the country fixed effects as long as they do not
interact with the incentives introduced by various applications of testing. Note also that other analysis that
experimentally investigated test motivation effects in a short form of the very PISA test employed here did not
find significant effects of informational feedback, grading, or performance-contingent financial rewards on
intended effort, actual effort, or test performance (Baumert and Demmrich 2001).
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report results of a placebo test that includes leads of the treatment variables to test whether
achievement trends before any reform are correlated with reform implementation.
Second, theremay be secular shocks that correlatewith the timing of treatment.While

it is impossible to completely rule out any bias from comovement of other unobserv-
able factors in this type of identification, one way to explore the potential severity of
remaining bias is to explore the extent to which estimates of the treatment effect vary
when including different sets of observed controls (Altonji, Elder, and Taber 2005).
In Section VI.B, we will therefore test how sensitive results are to relevant covariates.
Third, there may be other policies that are instituted contemporaneously with the

treatments. For example, testing reforms may sometimes be implemented together with
reforms in schools’ autonomy that may have independent effects on student achieve-
ment (Hanushek, Link, andWoessmann 2013). In SectionVI.B,we test for the robustness
of our estimates to the inclusion of controls for changes in school autonomy, as well as in
a broad set of additional school features that may be the subject of (or correlated with)
other school reforms. In addition, we can control for the various categories of testing
reforms simultaneously, meaning that variations in the other types of testing—and any
other policies that may correlate with them—are held constant.
For interpretation, we think of our specification as a reduced-form model charac-

terizing the impact of different kinds of performance information on the overall level
of learning (A). Information per se does not change student outcomes unless it triggers
different behavior from parents, students, and teachers. Any altered behavior could be
the result of various specific incentive programs, or it could reflect an array of local and
family responses to the information. Our purpose, however, is not to trace these different
potential mechanisms but to understand the role of different kinds of assessment in-
formation. Sometimes test information is explicitly linked to specific incentives (as with
student exit exams), but more generally this is not the case.
Still, the remaining concern then is whether estimated parameters truly pick up the

effect of arbitrary bundles of jointly introduced policies or downstream reforms that come
quasi-automaticallywith testing, orwhether theymainly pick up the effects of specific but
unmeasured concomitant or downstream policies. We provide prima facie evidence in
Section VI.B that the estimated testing effects are not driven by systematic but correlated
policies.

V. Information and Achievement: Basic Results

We begin with estimates of average impacts of various kinds of infor-
mation across our sampled countries beforemoving to ourmain specifications that allow
for treatment heterogeneity. All models are estimated as panel models with country and
year fixed effects, conditioning on the rich set of control variables at the student, school,
and country level indicated above.29 Regressions are weighted by student sampling
probabilities within countries, giving equal weight to each country-by-wave cell across
countries and waves. Standard errors are clustered at the country level throughout.

29. Online Appendix Table A2 shows the coefficients on all control variables for the specification of the first
column in Table 3. The estimates for control variables are quite consistent across specifications.
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The average impacts in Table 2 suggest that different information from the four cate-
gories of student testing have very different effects on student achievement. Among the
four assessment categories, only changes in standardized testing that is used for external
comparisons (SCOMP) have a strong and statistically significant positive relationship
with changes in student outcomes on average. The coefficients on SINT and IRPT are
insignificant and close to zero, whereas there is quite a sizeable negative coefficient on
TMON.30 This pattern of impacts is consistent with the predictions on differing strengths
of potential incentives from the conceptual discussion. The point estimate for SCOMP
suggests that a change from no usage to complete standardized external comparison
is related to an increase in math achievement by more than one quarter of a standard

Table 2
Average Effect of Different Forms of Student Testing on Student Achievement:
Fixed-Effects Panel Models

Math Science Reading
(1) (2) (3)

Standardized testing with external
comparison (SCOMP)

28.811*** 23.282*** 28.424***
(6.126) (6.144) (5.911)

Standardized testing for internal
comparison (SINT)

-5.469 1.252 -2.036
(14.062) (13.950) (13.148)

Internal reporting (IRPT) 7.491 17.669 -12.660
(11.646) (13.155) (14.736)

Teacher monitoring (TMON) -35.850** -27.549* -25.358
(15.680) (14.226) (15.835)

Control variables Yes Yes Yes
Country fixed effects Yes Yes Yes
Year fixed effects Yes Yes Yes
Student observations 2,094,856 2,094,705 2,187,415
Country observations 59 59 59
Country-by-wave observations 303 303 303
R2 0.391 0.348 0.357

Notes: Dependent variable: PISA test score in subject indicated in the header. Least squares regression
weighted by students’ sampling probability, including country and year fixed effects. Student assessment
measures aggregated to the country level. Sample: student-level observations in six PISA waves 2000–
2015. Control variables include: student gender, age, parental occupation, parental education, books at
home, immigration status, language spoken at home; school location, school size, share of fully certified
teachers at school, teacher absenteeism, shortage of math teachers, private vs. public school management,
share of government funding at school; country’s GDP per capita, school autonomy, GDP-autonomy interaction;
imputation dummies; country fixed effects; year fixed effects. Robust standard errors adjusted for clustering at the
country level in parentheses. Significance: *p< 0.05, **p< 0.01, ***p< 0.001.

30. Note that, consistent with the larger within-country variation of SCOMP over time documented in Section
III.E, the standard error associated with this coefficient estimate is smaller. Still, even with the smaller standard
error of this variable, the coefficient estimates on SINT and IRPTwould be far from statistical significance.
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deviation.31 Results for science and reading achievement are very similar to those for
math, although the negative coefficients on TMON are not statistically significant
(Columns 2 and 3).32

However, these average effects mask clear heterogeneity by each country’s initial
level of achievement. The first three columns of Table 3 present estimates of the inter-
acted model of Equation 2 for the three subjects. The initial score is centered on 400
PISA points (one standard deviation below the OECD mean). The precise patterns of
estimated effects by initial achievement with confidence intervals are displayed in
Figure 3 for math performance.
There is clear evidence that the marginal value of more information declines as the

overall performance of a nation’s schools is better. The exception comes from the uni-
form insignificance of differences in internal reporting (IRPT) for overall student out-
comes. While the drop in impact varies across different categories of testing, the greater
value of increased information for low-achieving countries is very evident.
First, the impact of SCOMP is stronger in lower-achieving countries and goes to zero

for the highest achieving countries. In particular, at an initial country level of 400 PISA
points, the introduction of standardized external comparison leads to an increase in
student achievement of 0.37 SD in math. With each ten initial PISA points, this effect is
reduced by 0.025 SDAt 500 PISA points (the OECD mean), the effect of standardized
external comparison is still statistically significantly positive at around 0.13 SD in all
three subjects.
Second, SINT shows a similar pattern. It creates significantly positive impact in ini-

tially low-achieving countries. However, effects disappear at higher achievement levels,
that is, for countries with initial scores of roughly above 490 in all subjects. In fact, in
contrast to SCOMP, at very high levels of initial country experience, the effect of SINT
turns significantly negative.
Third, the estimates for TMON also show a declining pattern with initial country

scores inmath. They are insignificant formost of the initial-achievement distribution but
also turn significantly negative at high levels of initial achievement.
The category of SCOMP actually aggregates two quite distinct components—that

related to schools and that related to students. Information permitting comparisons of
schools to district or national performance puts a spotlight school performance and po-
tentially has its greatest effect on administrators and teachers. The threemeasures of testing
to determine school and career placement decisions for students, on the other hand, moves
the focus to the students themselves.33

School-focused comparisons follow a similar heterogeneous pattern as overall
SCOMP but go to zero for a somewhat larger set of initially high-achieving countries

31. The point estimates and the statistical significance of the category impacts are very similar (except that the
coefficient on TMON is slightly lower at -23.5 and not significant) when each of the four testing categories is
included individually (not shown), indicating that there is enough independent variation in the different testing
categories for estimation and that the effect of SCOMP does not reflect reforms in other assessment categories.
32. The hypothesis that the effect of SCOMP is the same as the effects of the other three testing categories is
jointly strongly rejected in each of the three subjects. Individually, the coefficient on SCOMP is significantly
different from SINT in math and reading, from IRPT in reading, and from TMON in all three subjects.
33. The measure of student-focused external comparison we use is the simple average of the three underlying
indicators of SCOMP except for the one on school-focused external comparison. Note that the estimates of
Table 3 are based on smaller student samples from fewer countries because data on student-focused external
comparison are available almost exclusively for OECD and European Union countries.
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(Columns 4–6 of Table 3). By contrast, the positive impact of student-focused external
comparisons does not vary significantly with initial achievement levels.34 The results
emphasize that focusing information on different actors encourages different responses
and leads to separate effects on outcomes.
To establish that our aggregation is not suppressing important heterogeneity within

the separate categories, Table 4 presents individual results for each of the 13 under-
lying country-level indicators of student assessment, where each combination of main
and interacted effect represents a separate regression.35 The disaggregated underlying

Figure 3
Effect of Student Testing on Math Performance by Initial Achievement Levels
Notes: Average marginal effects of student assessments on PISA math score by initial country achievement, with 95
percent confidence intervals. See first Column of Table 3 for underlying model.

34. Estimates of the specification without interactions with the initial achievement level in Table A6 in the
Online Appendix show that the average impact of both school and student assessments is strongly positive
and statistically significant, with estimates for the school-focused testing being somewhat larger than for the
individual student testing.
35. The separate regressions of Table 4 do not employ any imputation of the separate treatment variables. Thus,
the numbers of countries and waves included in each estimation (reported in Columns 5 and 6) vary and are
determined by the availability of the specific testing indicator. The fact that these results confirm the previous
results of the four combined categories shows that the latter are not driven by the aggregation procedure or by
the interpolated imputations required for the aggregation of the separate indicators. Estimates of the separate
indicators for the specification without interactions with the initial achievement level are shown in Online
Appendix Table A7.
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individual indicators of SCOMP consistently show the pattern of significantly stronger
effects in initially poorly performing countries.36

Similarly, all three underlying indicators of SINT show the pattern of significant
positive effects at low levels of achievement and significantly decreasing effects with
initial achievement. Thus, the positive effect of standardized testing in low-achieving
countries appears to be quite independent of whether the standardized tests are used for
external comparison or just for reporting. This finding supports the World Bank at-
tention to testing for low-achieving countries (World Bank 2018). None of the three
indicators of IRPT show a significant impact pattern.37

The disaggregated components of TMONprovide suggestive heterogeneous impacts.
The negative interaction effect of TMON with initial achievement is driven by the two
subjective components—monitoring by the school principal and by external inspec-
torates. On the other hand, negative marginal impacts are not apparent when teacher
effectiveness is judged objectively by assessments.

VI. Specification Tests

Our fixed-effects panel model identifies the effect of assessment poli-
cies on student achievement from usage changes in testing within countries over time.
The specification tests here provide additional information about the validity of the
underlying identifying assumptions.

A. A Placebo Test with Leads of the Testing Variables

A leading remaining concern of the fixed-effects model is that reforms may be en-
dogenous, in the sense that reforming countries may already be on a different trajectory
than nonreforming countries for other reasons. Here the largest concern is that countries
that are on a downward trend turn to expanded testing to reform the system. Note that, if
generally true, this would tend to bias our estimated effects downward.
Our panel structure lends itself to an informative placebo test. In particular, any given

reform should not have a causal effect on the achievement of students in thewave before
it is implemented. Including leads of the assessment measures—that is, additional vari-
ables that indicate the assessment status in the next PISAwave—provides a placebo test
of this. As such a specification is very demanding in short panels, we first implement it for
the restricted model with average effects.

36. There is no significant heterogeneity in the effect of the Eurydice measure of national testing, which is
likely due to the fact that this measure is available only for 18 European countries that do not feature a similarly
wide range of initial achievement levels. The negative interaction effect for central exit exams reaches statistical
significance only in science.
37. An interesting outlier in the individual-indicator analysis are assessments to inform parents, which show
the opposite type of heterogeneity (significantly so in math and science). The expansion of assessments to
inform parents about their child’s progress does not have a significant effect at low levels of initial achievement,
but the effect gets significantly more positive at higher levels. Among initially high-performing countries,
informing parents leads to significant increases in student achievement. For example, at an initial achievement
level of 550 PISA points, there is a significantly positive effect on science achievement of 0.37 SD. It seems that
addressing assessments at parents is only effective in raising student achievement in environments that already
show a high level of achievement, capacity, and responsiveness of schools.
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As is evident in Table 5, none of the lead variables of the four testing categories are
significantly related to student achievement (that is, in the wave before reform imple-
mentation).38 At the same time, the results of the contemporaneous testing measures are
fully robust to conditioning on the lead variables: SCOMP has a significant positive effect

Table 5
Placebo Test with Leads of Testing Reforms

Math Science Reading
(1) (2) (3)

Standardized testing with external
comparison (SCOMP)

25.104*** 24.567*** 27.787***
(6.316) (5.242) (7.501)

Standardized testing for internal
comparison (SINT)

-16.172 -3.734 4.660
(18.139) (19.288) (18.490)

Internal reporting (IRPT) 14.305 19.522 -17.675
(15.367) (21.238) (20.325)

Teacher monitoring (TMON) -35.785 -38.797* -31.560
(22.833) (19.796) (19.079)

Lead (SCOMP) 12.119 4.475 5.746
(11.045) (8.506) (9.351)

Lead (SINT) -15.195 -11.138 -17.220
(13.881) (16.216) (19.718)

Lead (IRPT) 6.965 -7.014 5.567
(14.408) (15.286) (14.069)

Lead (TMON) -5.394 20.922 -15.352
(17.088) (18.269) (17.759)

Control variables Yes Yes Yes
Country fixed effects Yes Yes Yes
Year fixed effects Yes Yes Yes
Student observations 1,638,149 1,638,084 1,710,196
Country observations 59 59 59
Country-by-wave observations 235 235 235
R2 0.396 0.350 0.361

Notes: Dependent variable: PISA test score in subject indicated in the header. Lead indicates values of testing
category from subsequent period, that is, before its later introduction. Least squares regression weighted
by students’ sampling probability, including country and year fixed effects. Student assessment measures
aggregated to the country level. Sample: student-level observations in six PISA waves 2000–2015. See
Table 2 for included control variables. Robust standard errors adjusted for clustering at the country level
in parentheses. Significance: *p < 0.05, **p < 0.01, ***p < 0.001.

38. The coefficients on the lead variables are somewhat imprecisely estimated. However, in models with leads
for just SCOMP, the lead coefficient is statistically significantly different from the base coefficient at the 5
percent level in science, at the 10 percent level in reading, and at the 20 percent level in math.
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on the math, science, and reading achievement of students in the year in which it
is implemented, but not in the wave in which it is not yet implemented. Moreover,
the estimated coefficients for the testing categories are qualitatively similar to those in
Table 2.39

The fact that the leads of the testing variables are insignificant also indicates that prior
achievement does not predict assessment reforms. In that sense, the results speak against
the possibility that endogeneity of assessment reforms to how a school system is per-
forming is a relevant concern for the interpretation of our results.
Estimating the full interacted model with all four testing categories and their leads

interacted with initial achievement is overly demanding to the data. Nevertheless, an
interacted model just for SCOMP gives confirmatory results: SCOMP is significantly
positive, its interaction with initial achievement is significantly negative, and both the
lead variable and its interaction with initial achievement are statistically insignificant
(not shown).40

There is no evidence of the introduction of different testing regimes in response to
prior educational circumstances. At the same time, it is clearly difficult to estimate time
patterns reliably given at most six time-series observations for each country. Thus, while
highly suggestive, definitive testing of the key identifying assumptions, such as com-
mon trends across countries, is not possible.41

B. Coincidental Other Policies, Long Differences, and Other Specification Tests

Another possible concern is that countries may introduce other policies coinciden-
tally with the use of alternative testing policies. Althoughwe cannot consider all such
potential policy changes, we can directly analyze what is the most likely synchronized
policy—expanded local autonomy in school decision-making. Local schools have greater
knowledge both of the demands they face and of their own capacities, making them
attractive places for much decision-making. But for just the reasons discussed in the
conceptual model, with asymmetric information about their actions and results, they
might not operate in an optimal way from the viewpoint of either the higher-level pol-
icymakers or even of the parents, suggesting that information on student outcomes could
be generally useful in any moves toward more autonomy in decision-making.
All of our estimation includes information on the time pattern of autonomy reforms

for each country. Consistent with prior work (Hanushek, Link, and Woessmann 2013),
our results confirm that the effect of school autonomy on student achievement is neg-
ative in developing countries but positive in developed countries.42 Importantly, the

39. By construction, the placebo regression with leads excludes the 2015 PISA data, so the most direct
comparison would be the baseline model without the 2015wave. As indicated in Table 9 below, results are very
similar in that specification.
40. Note that including a policy lag does not provide a similar placebo test because a lagged testing policymay
in fact partly capture the effect of previously implemented reforms whose effects have not been completely felt.
In a specification that includes the contemporaneous, lead, and lagged variable, both the contemporaneous and
the lag of the SCOMP variable are statistically significant while the lead remains insignificant (not shown).
41. For example, adding a linear time trend for each country renders coefficients too imprecise for clear inference.
42. With six rather than four PISAwaves andwith 303 rather than 155 country-by-wave observations, we show
here that the previous results about autonomy are also robust to the consideration of the effects of student
assessment reforms (see Online Appendix Table A2).
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results on assessment effects are not confounded by the potentially coincidental intro-
duction of policies that alter school decision-making and autonomy.
In fact, the simultaneous introduction of comparative testing and school autonomy is

an exception rather than the rule when considering whether testing reforms correlate
with the introduction of other school policies. Online Appendix Table A8 shows cor-
relations (taking out country and year fixed effects to reflect the identifying variation
in our model) of the four categories of testing policies with measures of other school
policies that are consistently available across countries and waves—namely, school
autonomy, school size, teacher certification, shortage of teachers, private versus public
school management, and share of government funding of schools. The results indicate
that there is indeed a small but statistically significant correlation of 0.16 between
standardized external testing and school autonomy. An additional small but statisti-
cally significant correlation of 0.21 exists between the introduction of teacher moni-
toring and reported shortage of math teachers at school, which may be an indication
that teacher monitoring reduces the supply of teachers. All other correlations of the
four categories of testing with the other policies are even smaller, and only very few
reach statistical significance. These results reduce concerns of bias from other com-
mon correlated policies.
As a further indication against the potential concern that other contemporaneous

correlated policy changes might affect our results, note that results do not change when
the four different testing categories are entered individually or jointly. That is, other forms
of testing—and their potentially coinciding other policy changes—are controlled for in
the simultaneous model. Only other policies that are coincidental just with the specific
form of testing and not with the other ones could potentially still introduce bias. Fur-
thermore, all models control for several time-varying school features, including the
schools’share of government funding, private/publicmanagement, and size. The school-
level covariates also include several variables related to teachers, including the share of
fully certified teachers, teacher absenteeism, and shortage ofmath teachers.We also thus
control for contemporaneous policy reforms in these school features.
In fact, some of the school-level variables—in particular, those capturing the com-

position of teachers—could potentially be endogenous to the testing reforms. However,
Table 6 shows that qualitative results are unaffected by leaving the teacher controls out
of the model (Column 1).43

Another approach to gauge the potential likelihood of unobserved factors to affect
our results is to look at the extent to which the inclusion of the entire set of observed
factors changes our estimates. Dropping all covariates from the model does not change
the qualitative results (Column 2). This invariance holds despite the fact that the
explained variance of the model increases substantially by the inclusion of the control
variables, from 0.256 to 0.391. The fact that testing results are insensitive to the included
set of relevant covariates reduces concerns that our estimates are strongly affected by
any omitted variable bias from unobserved characteristics (in the sense of Altonji,
Elder, and Taber 2005).
Analysis of effect heterogeneity across countries can also provide some indication

on the interpretation of results. Apart from the significant interactions with initial

43. The same is true for achievement in science and reading (not shown). See Online Appendix Table A9 for
the model with average effects.
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achievement levels contained in our main model, we do not find evidence of con-
sistent heterogeneities in several other environmental dimensions (not shown). In
particular, the effects of the four testing categories do not significantly interact with
countries’ initial level of GDP per capita (contrasting with the heterogeneous effects
found for school autonomy in Hanushek, Link, and Woessmann 2013). Similarly,
there are no significant interactions of the testing categories with the level of school
autonomy in a country. In addition, SCOMP does not significantly interact with the
other three categories of student assessments. In a sense, this lack of heterogeneity
is confirmation that our treatment effects do in fact capture consistent reduced-form
effects of providing testing information, rather than effects of various concomitant
or downstream policies that differ across countries.
Our fixed-effects panel model is identified from changes that occur from one PISA

wave to the next, that is, from three-year changes. This strategy has the advantages of
incorporating several changes per country and implicitly of allowing for differences in
treatment dosages. The disadvantages are that anymeasurement error is amplified in the
first-differenced changes and that any impact of testing may take time to emerge fully.
By restricting identification to changes across all sample periods, we can both reduce the
potential influence of measurement error and gauge the long-run relevance of the policy
reforms.
We estimate our models in long differences that consider just the total 15-year change

from the first to the last PISAwave. The main findings of our model with average effects,
shown in Column 3 of Online Appendix Table A9, are robust in this long-difference
specification.44 Consistent with larger measurement error in shorter-frequency change
data, the estimate of the positive average effect of SCOMP is larger when considering
only long-run changes. The estimates of average effects of the other three testing cate-
gories remain insignificant. While obviously less precise, the pattern of heterogeneity
by initial achievement is also evident in the long-difference specification when the
analysis is restricted to the category of SCOMP (Column 4 of Table 6).45

The fact that the long-difference estimate of the average effect of SCOMP is larger
than the higher-frequency panel estimatemay also indicate that the treatment effect grows
over time. A model identified from three waves that imply differences of six to nine
years yields estimates that are between these two estimates. Furthermore, considering a
lag (and lead) in addition to the contemporaneous reform variable in a model restricted
to SCOMP, both the contemporaneous and the lagged reform variable (but not the lead)
enter the model significantly positive. The estimated coefficients (not shown) suggest
that introducing SCOMP has a positive effect of 0.12 SD after one period (three years),
which increases to 0.35 SD after two periods (six years).
There is a difference between legislated testing reforms and the actual implementa-

tion of testing in schools. The latter is particularly relevant for understanding the impacts
of actual testing usage (that is, treatment on the treated), whereas the former may carry
particular interest from a policy perspective. As discussed in Section III.E, the imple-
mentation path of test usage may be more gradual than any formal policy reform at
the national level. Most of our testing measures are derived from reports of school

44. This is the model depicted graphically for SCOMP in Figure 1 in the introduction.
45. Similarly, a model restricted to the category of SINT yields a significantly positive main effect and a
significantly negative interaction (not shown).
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principals on the use of testing in their schools, measured as the country share of schools
using the specific testing application. But some are also dummy measures based on
dichotomous coding of whether a country has formally legislated a specific testing policy
or not, representing partial but well-measured policy changes. In particular, the separate
OECD measure of national standardized testing represents coding by country specialists
of the changes in assessment policies—that is, the kinds of accurately observed policy
changes that would enter into micro-policy evaluations.
While, for the reasons discussed in Section III.D, we prefer the combined testing

measures in our baseline specification, it is important to note that consideration of just
the dummy measure of SCOMP provides significant estimates of both the main effect
on student performance and of the interaction with the initial achievement score (see
second line in Table 4).46 Thus, the more gradual measure of usage of external com-
parison in schools and the discontinuous reform indicator of formal national policies
yield very similar results, indicating that our results do not depend on adopting one of
the specific perspectives.
To check that the negative effects of SINT and TMON at high levels of initial

achievement (indicated in Figure 3) are not simply an artifact of the imposed linearity
of the interaction model, Columns 5–8 of Table 6 report results of a specification that
interacts each of the four testing categories with four dummies reflecting the four quar-
tiles of initial country achievement. There is no indication of strong nonlinearity.47 In
particular, the negative effects at high levels of initial achievement are also visible in this
specification, indicating that they are not driven by the imposition of linearity. Intro-
ducing SINTand TMON in systems that are already performing at a high level may in
fact distract teacher attention from more productive forms of instruction.

VII. Robustness

Our results are robust to a number of potentially contaminating factors.
In particular, we consider possible peculiarities of the set of countries in our sample,
possible effects of student and school exclusions from PISA testing, possible interac-
tions with changes in PISA testing, and alternative estimation approaches. For ease of
exposition, we present robustness results with heterogeneity by country achievement
level in Table 7 and the results for averages without heterogeneity, which yield similar
conclusions, in Online Appendix Table A10.
To ensure that our results are not driven by the peculiarity of any specific country, we

reestimated all of our main models (Columns 1–3 of Tables 2 and 3) excluding one
country at a time. The qualitative results are insensitive to this, with all significant
coefficients remaining significant in all regressions (not shown).

46. The Eurydicemeasure of national testing is also an expert-based dummymeasure of national testing.While
its average effect on achievement is also significantly positive (see third line of Online Appendix Table A7),
the negative interaction with the initial score does not capture statistical significance, likely reflecting the
limited initial achievement range captured by this measure, which is available for 18 European countries only.
47. TMON also has a rather steady pattern when entered without the other three testing categories (92.3, -3.7,
-36.6, and -102.5), suggesting that the joint specification with four interactions of four testing measures may
be rather demanding to depict precise patterns. The separately estimated patterns for the other three measures
also indicate rather linear relationships (not shown).
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To test whether results differ by level of development, we split the sample into OECD
and non-OECD countries. Qualitative results on the average effects are similar in the
two subgroups of countries, although the positive effect of SCOMP is larger in OECD
countries (Columns 1–2 of Online Appendix Table A10). Patterns of heterogeneity
by achievement level are less precisely identified within the two more homogeneous
subgroups (Table 7). In the OECD countries, the significant effect of SCOMP does
not vary significantly with initial achievement, but the demands of the fully interacted
model make estimation difficult with just the 35-country sample. When we drop the
insignificant interactions (Column 2), the point estimate of SCOMP is significant, and
the heterogeneous effect of SINT is somewhat more pronounced in OECD countries.
Overall, the patterns do not differ substantively between the two country groups.
While PISA has stringent sampling standards, there is somevariation across countries

and time in the extent towhich specific schools and students are excluded from the target
population.Main reasons for possible exclusions are inaccessibility in remote regions or
very small size at the school level and intellectual disability or limited test-language
proficiency at the student level (OECD 2016). The average total exclusion rate is below
3 percent, but it varies from 0 percent to 9.7 percent across countries and waves. To test
whether this variation affects our analysis, Column 4 in Table 7 (andColumn 3 inOnline
Appendix Table A10) controls for the country-by-wave exclusion rates reported in each
PISAwave. As is evident, results are hardly affected.
In 2015, PISA instituted a number of major changes in testing methodology (OECD

2016). Most importantly, PISA changed its assessment mode from paper-based to
computer-based testing. In addition, a number of changes in the scaling procedure were
undertaken, including changing from a one-parameter Raschmodel to a hybrid of a one-
and two-parameter model and changing the treatment of nonreached testing items. We
performed three robustness tests to check whether these changes in testing methodology
in 2015 affect our results.
First, we drop the 2015 wave from our regressions. As is evident from Column 5 in

Table 7 (and Column 4 in Online Appendix Table A10), qualitative results do not
change when estimating the model just on the 2000–2012 PISAwaves, indicating that
our results cannot be driven by the combination of changes in PISA testing.
Second, to address the changes in the psychometric scaling procedure, PISA recal-

culated countries’mean scores in the three subjects for all PISAwaves since 2006 using
the new 2015 scaling approach. In the final column of Online Appendix Table A10, we
run our model with average effects using these rescaled country mean scores instead of
the original individual scores as the dependent variable for the 2006–2015 PISAwaves.
Again, qualitative results do not change, indicating that the changes in scaling approach
do not substantively affect our analysis.
Third, we analyzed whether countries’ change in PISA achievement from paper-based

testing in 2012 to computer-based testing in 2015 is correlated with a series of indicators
of the computer familiarity by students and schools in 2012 that we derive from the PISA
background questionnaires. As indicated byOnlineAppendix Table A11, indicators of
computer savviness in 2012 do not predict the change in test scores between 2012 and
2015 across countries. In particular, the change in countries’ test achievement is uncor-
related with several measures of schools’ endowment with computer hardware, internet
connectivity, and software, as well as with several measures of students’ access to and use
of computers, internet, and software at home. The only exception is that the share of
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schools’ computers that are connected to the internet is in fact negatively correlated
with a country’s change in science achievement, speaking against an advantage of
computer-savvy countries profiting from the change in testing mode.
Finally, while we estimate all models at the individual student level, the main treat-

ment varies only at the country-by-wave level. An alternative way of estimating our
model is thus a two-stage estimation. The first stage is a student-level estimation that
regresses test scores on all control variables. After collapsing the residuals of this first-
stage estimation to the country-by-wave level, the second stage is a standard panel
model that regresses these collapsed residuals on the testing variables, including country
and wave fixed effects. Online Appendix Tables A12 and A13 show that this two-stage
model yields quantitatively very similar results to our main model.48

VIII. Conclusions

The extent of student testing and its usage in school operations have
become items of heated debate inmany countries, both developed and developing. Some
express the view that high-stakes tests that enter into reward and incentive systems for
some individuals are inappropriate (Koretz 2017). Others argue that increased use of
testing is essential for the improvement of educational outcomes (World Bank 2018)
and, by extension, of economic outcomes (Hanushek and Woessmann 2015; Hanushek
et al. 2015).
Many of these discussions, however, fail to distinguish among alternative forms of

testing and among alternative country environments. Furthermore, most applications of
expanded student assessments used for accountability purposes have not been adequately
evaluated, largely because they have been introduced in ways that make clear identifi-
cation of impacts very difficult. Critically, the expansion of national testing programs has
faced a fundamental analytical issue of the lack of suitable counterfactuals.
Our analysis turns to international comparisons to address the key question of which

forms of student testing appear to induce changes that promote higher achievement. The
conceptual framework behind the empirical analysis is a principal–agent model that
motivates focusing on the strength of potential policies built on the assessment infor-
mation generated by different forms of testing. The empirical analysis employs inter-
national student achievement data to identify the consequential implications of national
testing.49 Specifically, the six waves of the PISA test between 2000 and 2015 permit
country-level panel estimation that relies on within-country over-time analysis of country
changes in testing practices.We combine data across 59 countries to estimate how varying
testing situations and applications affect student outcomes.
Focusing on international comparisons has both advantages and costs. A variety of

testing policies that are introduced at the national level cannot be adequately evaluated
within individual countries, but moving to cross-country evaluations requires dealing

48. The same qualitative results also emergewhen collapsing the original test scores (without residualizing) to
the country-by-wave level (not shown), consistent with the insensitivity of our student-level results to the
inclusion of controls (see Table 6 and Online Appendix Table A9).
49. Interestingly, even the international testing—conducted on a voluntary basis in a low-stakes situation—has
come under attack for potentially harming the educational programs of countries. Recent analysis, however,
rejects this potential problem (Ramirez, Schofer, and Meyer 2018).
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with a range of other possible influences on student outcomes. Some issues of mea-
surement error, imprecise wording of questionnaire responses, and, most importantly,
other concurrent policies are clearly difficult to address with complete certainty. But
the richness of the existing data permits a variety of specification and robustness tests
designed to illuminate the potential severity of the most significant issues of coinci-
dental policies or programs.
There are two consistent results from this investigation. First, standardized assess-

ments that provide systematic information supporting comparisons of performance
across schools and students (SCOMP and SINT) engenders behavioral responses that
improve performance. Second, such information is most valuable for educational sys-
tems that are not performing well, but—if not used for external comparison—may even
be harmful in the highest-performing systems. In low-achieving and medium-achieving
countries, standardized testing appears to allow for better incentives for performance
and for rewarding those who are contributing most to educational improvement efforts.
By contrast, it appears that systems that are showing strong results know more about
how to boost student performance and are less in need of additional information and
accountability systems. While the overall evidence is not as strong, a similar pattern of
potential adverse effects of teachermonitoring efforts also appears possible in the highest-
performing countries. Quite generally, however, systems relying on localized or sub-
jective information that cannot be readily compared across schools and classrooms
have little overall impact on student achievement.
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